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Intelligent Assistant

[Smart Home]
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Intelligent Assistant
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5
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AI for Audio, Speech, 

and Acoustics

Audio processing and I/O

Acoustics measurements

Signal processing

Audio I/O

Deep learning

Audio plugins

Audio Toolbox
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Audio Toolbox

▪ Speech-2-Text

▪ Speaker Recognition

▪ Voice Activity Detection

▪ Speech Enhancement

▪ Sound and Speech Synthesis

▪ Sound Classification

▪ Pitch Estimation

▪ Speech Separation
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Audio Data Pre-Processing
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▪ Speech Commands Data Set

– A set of 64,727 audio files(wav)

– A single spoken English word
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Speech Detection
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Speech Detection
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Speech Detection

>> detectSpeech(audioData, samplingFrequency)
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Speech Detection

▪ Window

– Time-frequency representation

▪ OverlapLength

– Decrease noise

▪ MergeDistance

– Regions declared are merged
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Speech Detection
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Speech Detection
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Speech Detection
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Speech Labeling

▪ Signal Labeler App

– Manually and Automatically 

Audio Data Labeling

– Spectrogram

– Spectrum

– Signal Feature Extraction
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▪ Audio Data Augmentation

– When run out of training data

– To enhance deep learning with audio data performance

Data Augmentation

Original

Dataset

Augmented 

Dataset

Pitch shift
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Feature Extraction
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Feature Extraction
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▪ >> audioFeatureExtractor

– Extract multiple features at once

– Optimize memory/computation

– Possible in Live Script Task

Feature Extraction

mfcc

mfccDelta

gtcc

gtccDelta

spectralCentrois

spectralCrest

spectralEntropy

spectralFlatness
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Feature Extraction
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▪ >> audioFeatureExtractor
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Feature Extraction – Live Script (GUI)
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Feature Extraction – Live Script (GUI)
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Deep Learning Processing
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Demo Goal
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Training Data

▪ Speech Commands Data Set

– 30 command words

one

four
three

two

unknown

Total 5 command words
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Deep Learning Network

Effort
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Transfer

learning

Pretrained

network

Training from

scratch

– Build a network myself

▪ Training from Scratch

– Modify pretrained network

▪ Transfer learning
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▪ Training from Scratch

Training from Scratch VS Transfer Learning

– Pros

▪ We can train with various dimension dataset

▪ We can change our model architecture.

▪ Many possibilities to enhance performance

– Cons

▪ It takes long time to train from the beginning

▪ It is hard to find proper and high performance 

model.
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▪ Transfer Learning

Training from Scratch VS Transfer Learning

– Pros

▪ It takes less training time than training from scratch

▪ The Normal performance is guaranteed.

▪ It doesn’t take time to consider the architecture of 

deep learning model

– Cons

▪ Deep learning input data dimension is limited

▪ It is hard to change deep learning model architecture 

as we want.
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▪ >> deepNetworkDesigner

– Deep Learning Network Design with App

– GUI

Deep Network Designer
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▪ >> deepNetworkDesigner

– Deep Learning Network Design with App

– GUI

Deep Network Designer
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Feature Extraction for Scratch

▪ Available features to Extract

– 25 features (In the Demo, only bark spectrum is selected)

>> audioFeatureExtractor

>> extract
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Feature Extraction for Transfer Learning

Youtube Video Clips Labeling Manually

527 classes

▪ VGGish Model(Pre-trained)

– Audio classification model

– A set of 2,000,000 audio data from Google

– 527 classes

– Feature(Mel Spectrogram)
>> vggishPreprocess
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Training Network

▪ trainnet function

 >> options = trainingOptions('adam', 'Plots','training-progress’);

 >> net = trainnet(trainData, trainLabel, Model, LossFcn, options);
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Network Performance

93.3% 95.5%

Training from scratch Transfer Learning(VGGish)
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Confusion Chart
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Classification with Real Time Recording

Input
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Classification with Real Time Recording
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Demo
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Demo
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Additional Information
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Audio Toolbox Examples

▪ 119 examples (R2024a)

– AI for Audio

– Audio Processing Algorithm Design

– Measurements and Spatial Audio

– …
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AI and Data Science Training Curriculum
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▪ Machine Learning with MATLAB (2 days)

– General data files(no time series)

▪ Deep Learning with MATLAB (2 days)

– Image data files

▪ Deep Learning for Signals in MATLAB (1 day)

– Time series data files

Training Courses for AI
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▪ 02-6006-5100

▪ training@mathworks.co.kr

More Information
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